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Apologies

e Less “Implementation”

e More “Fundamentals & Architecture”
— This stuff is had

— This stuff is stprisingly hard, even for expernced
professiona

 Nick unable to attend
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Outline

 Review of Major Publications

 Review of Typical POP3 Implementations
— Enhancements

e Contrast with IMAP
— Implicatiors of protocol dferences

e Functional Architecture
 Detalled Architecture
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Information Sources

 Academia « Commercial
— Build vs. Buy — Buy vs. Build
* Frequently re-invent the e Time-to-market crucial
wheel — Large Scale
— Small Scale

— Usually Evolutionary

— Any revolutions are
usually in the area of
scaling

— Occasionally
revolutionary
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Publication Categories

Lists Vv
MTAS V Vv
POP3 Vv
IMAP| v (O
Distr. vV

Small Large
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Publications Review
« Large Mailing Ligs « POP3 Malil Systems
— Kolstad97 — Grubb96
— Chalup98 — Christenson97
e MTAS — Horman99
— Knowles98  IMAP Mail Systems
— Christenson99 — Stevens97
— Venema98 — Beattie99
— Golanski2000 e Distributed
— Yasushi99
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Publications Review

« POP3 Mall Systems
— Grubb96
— Christensn97
— Horman99
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Review: Grubb96

e Problem

— NFS mail spool/bb configurabn using th edition
mailbox (mbox format for ~5000 sers could not
scale to ~20{@D0 users
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Review: Grubb96

e Solutions
— Front-end MXesandle incoming communications

— Back-end servers handle mailboxes

 Front-ends “trickle” feed viamaller number of cachedrawections
to back-end servers

— Separatsyslogdata onto separate disk
— Tweak kernel, NFS server, & NFS client settings

— Change client config to use mailhohme based omserid
via DNS CNAME records
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Review: Grubb96

e Solutions, cotinued

— Implement additionamailhubsto serve chunks of user
community based o@NAMEs

— Turn on POP3 & IMAP2bis w/ 7th edition mailbaxifox)
format on each new “post office” server

— Provide users with POP3/IMAP clients

— Turn off NFS

— Convert POP3/IMAP2 mbox. POP3/IMAP4 Cyrus on
each “post office” server
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Review: Grubb96

* Applicability
— Does cover entire mail system, not just MTA

— Doesn’t really tell us anything about how POP3/IMAP
system is managed

— Doesn’t scale

e Users have to know too much albpost office configwation
 Requires CNAME RR for each customer

— Mixes inbound and outbound services on same machine
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Review: Christenson97

e Problem

— Existing irformation on argitecture for roast
large-scale mbasystemss scarce, doesraddress
key Issues,rad doesn’t sda to requireddvels
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Review: Christenson97

e Solutions

— Front-endViXes handle ex@rnal communi&tions

e SecondaryMXes do not attempt delivery to back-end, |
case there iIs a problem with deliveries

* Front-end MXeglo not authenticate recipient names
— All machines ardataless

— Modify LDA to hande authentiation methos,
mailbox formas and quotas
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Review: Christenson97

e Solutions, continued

— Back-end serwvs do accept outgag SMTP mail
* Do not do local delivery, pass to inboux&es instead

» POP3 code must also be modified to know about
authentication methods and mailbox format

— All data (maillmxes andgendmail ngueues) stored
on NetAppNFS servers

— Mall spool drectories hahed and splacross
multiple NFS sersrs
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Review: Christenson97

e Solutions, continued

— Dynamically lmlance mailbxes or expandapacity

 Both POP3 daemon and LDA know about “ol®’
“current” mailbox location

« POP3 daemon moves mailbox if necessary

— POP3 & LDA modified to usdatabase for as
authenticaon, avoidng use of et ¢/ passwd

— Cluster & fail-over for user authgication chtabase
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Review: Christenson97

e Solutions, continued

— NFS file locking @esn’t work relialy

* Replace w/ lockfiles on separate shared NFS server
— Uses semantics aofpen() system call with exclusive write

— Lock system neds to be reptad to scale funer

e Custom clustered servers w/ shared RAlIDEbuffered
Wwrites

« Query different lock servers for different ranges of
mailbox names
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Review: Christenson97

* Applicability
— Does cover e mail systenn centralizd fashion
— NFS servers arSPOFs
— UDP & RPC are major secwrihazards
— Customizedode Is expesive to mairdin
— Specific to POP3, deenot cover IMAP
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Review: Horman99

e Goal

— Define architectre to scale miasystems
transparemyl to multide servers
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Review: Horman99

e Solutions

— Multiplex SMTP

e Single layer

— If recipient not local, mst forward to correct server

— With growth, amount of fovarding approaches 100%
e Dual layer

— No local recipients on frorégnd servers

— Must always forward to correct baekd server

e Add layer 4 load-balancing switches to hide number o
machines accepting SMTP connections
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Review: Horman99

e Solutions, continued

— Multiplex POP3 &MAP

e Single layer
— Must handle local connections
— Must also proxy for reote connections

e Dual layer
— Dedicated content-free pries
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Review: Horman99

e Solutions, continued

— Mailbox migation
e Calculate metric for each server over reasonable time
« Migrate only if a server deviates significantly fr@awg.

« Order users by decayed metric cost
— How long are migrations remé@red?
— How long since this mailbox migted?

« Generate user list probabillistically
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Review: Horman99

e Solutions, continued

— Mailbox migation, contnued

 Move from most heavily loaded server to least heavily
loaded server(s)

 Move only Iif result would not push recipient over averdgge

« Continue with next most heavily loaded server until n
more migrations are possible
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Review: Horman99

 Applicability
— Covers only POP3na not IMAP

— Proper load balecing require programming fo
peaks, not lag-term averages

— Focuses exakively on free” or “cheap” slutions
— Too much timegpace spentroless impodnt issues
— Not enough dail providel where needed

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 23



Publications Review

 IMAP Mall Systems

— Stevens97/
— Beattie99
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Review: Stevens97/

e Statistics
— 60,000 accouts
— 4,000 peak camurrent logns
— 1.4 million logins per moth
— 500,000 mesgjes/day

— 1,083 peak maesages/minie
e 65,000 peak messages/hour
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Review: Beattie99

e Goals

— Implement andlocument repglcement mailystem
for ~30,000 users
* Reliable
e Secure

e IMAP & SMTP
e Web interface available
e Quotas
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Review: Beattie99

e Solutions

— Mix & match sdtware on clusterfocommodity

computers rumng Unix-like OS
— UW imapd
— Exim
— Apache/modperl
— WING (Web IMAP/NNTP Gateway)
— PostgreSQL
— BIND
— Custom account & cluster managamtools
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Review: Beattie99

e Solutions, continued

— Two front-end serverare firewalls &nameservers
e Configured for fail-over

— IMAP servers hold aper-useffilestore
« IMAP, POP3, & SMTP (public)

 NFS export to other nodes (private)
— Vacation messages
— Forward files
— Personal home page links
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Review: Beattie99

e Solutions, continued

— WING servers hold dy temporary d&
« HTTP (public)
 IMAP & NFS to IMAP/NFS servers (private)
e SQL to front-end/firewall servers (private)

— Each user has DNS entry

e user nane. her al d. ox. ac. uk
 CNAME alias to home IMAP node
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Review: Beattie99

e Solutions, continued

— Front-end maches are
e Cluster nameservers
« SMTP & HTTP login gateways
« DBMS servers for all usaronfig data
« Generate mailer tables and push to other nodes
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Review: Beattie99

e Solutions, continued

— Security
 Front-ends are firewalls
e IMAP & WING servers trust front-ends 100%

* IMAP servers exportf oo/ W ng directory owned by
ht t pd for each usefoo

— Automap games to handle ords
 Break-in on WING servers allows modification of

forward files, vacation messages, & personal links but
NOT malil
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Review: Beattie99

e Solutions, continued

— Failure analgis

 IMAP

— Mail stored on RAID5
» Immune to single disk fiare
» |If node dies, all users onahnode lose access

« WING

— Current sessions die
— 1/n login attempts fail uih server manually removeddom lists

e Switch = SPOF
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Review: Beattie99

e Solutions, continued

— Failure analgis

e Front-end
— DNS continues
— IP traffic dropped biucan reconnect
— SQL failover currently manual
» Lose configchanges since last sync

— Changes

« Added outbound mail relay servers to speed up
acceptance of mail from dumb clients
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Review: Beattie99

e Statistics

— Recent average week

— 2 IMAP servers, 2 WING servers
82,000 total connectiarto IMAP servers
113,000 mail deliveriesydMAP servers

— 95,000 Ieal

— 18,000 otgoing
26,000 outgoing essages from WING
66,000 IMAP sessions (including,880 WING)
120,000 POP3 sessions
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Review: Beattie99

 Applicability
— Very small sca
 We have ~7.5x their # of users
* We do ~38x their number of inbound mail messages
* We do ~35x their number of local mail deliveries

* We do ~64x their number of outbound mail messages

 We don’t know how many more POP3 sessions we d
— Too expensive too track
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Review: Beattie99

 Applicability
— Not scalable, ot enough fuational decmposition
of services

* Front-end/firewall/nameserveisermetadata server
doingway too much

* IMAP servers should not be used as outbound mail rejays
* IMAP servers should not be used as NFS servers
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Publications Review

e Distributed
— Yasushi99
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Review: Yasushi99

e Goals

— Build and dsecribe distfuted, repliated, clustered
automatichy load-bahnced, functinally
homogenoumail system
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Review: Yasushi99

e Solutions
— Use commodityhardware and OS
— Write all cusbm applicabn code

— Mailboxes fragnented at mesge level
* Replicated across two servers
 Distributed across as many as four servers
— All servers run alprotocols
« SMTP In & out, POP3, IMAP, User metadata databas
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Review: Yasushi99

e Solutions, continued

— Soft limit of fou distributedservers can be
exceeded If omor more nodes down

— Some affinity of dstributedservers is matained to
reduce latenc

— Automaticaly discover ne resources
— Detect and roataround failure automatidéy
— Balance clugr automatially across alnodes
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Review: Yasushi99

e Solutions, continued

— Claims to bedck-free becawesPOP3 and IMAP
require only onvergence toonsisteng over time

— “Load” defined a8 boolear¥ integer
 Disk full or not?
e Total number of outstanding potential 1/O requests

— Node with full dsk is always cosidered to & “very
loaded”

 Used only for reading and deleting mail
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Review: Yasushi99

e Solutions, continued

— Testing metbdology
« Avg. msqg size 4.7KB w/ fat tail to 1MB
« SMTP traffic = 90% of load
« POP3 traffic = 10% of load
e Compare againsendmail 8.9.3 + ids-popd-0.23
e Custom load-generation programs
 POP3 test program collects and deletes all mail for usgr
 Linux async writes are used
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Review: Yasushi99

e Solutions, continued

— Testing resus

e One node w/ no replication and one IDE disk could
handle ~23 msgs/sec.

e Adding two SCSI disks to single node, it could handle
~105 msgs/sec.

 Two nodes w/ one IDE and two SCSI disks each coul
handle ~38 msgs/sec. w/ replication, ~48 msgs/sec.
simulated NVRAM for coordinator log
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Review: Yasushi99

e Solutions, continued
— Testing implcations

e @ ~105 msgs/sec. per node, ~62 nodes could saturat
1Gbps network, w/ ~562 milliomsgs/day
— ~6500msgs/sec. aggregate

« With replication, this drops to ~520@sgs/sec. aggregateg,
and ~450 milliormsgs/day on ~108 NVRAM nodes or
~137 non-NVRAM nodes
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Review: Yasushi99

 Applicability
— Throws out all preious applcation work
e 100% newpuntrusted code

— Can't list 1@ IP addresses IDNS for POP service
o Won't fit into 512 byte UDP packets

— Can'tlist 1@ IP addresses IDNS for MX services

— Forced to use pry front-ends oL4 load-balaning
switches to lde the numbeof servers
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Review: Yasushi99

 Applicability
— MicrosoftOSes only ever esthe first IP addres
then cache foker (until rebod

— Forced to use LdHhd balancig switches
 Must be set up in HA/failover mode
 May have application proxies behind them
— Some SMTP MTA oresolvenmplementions are
equallydainbramaged
|4 |oad-balancing switches in front bfXes
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Review: Yasushi99

 Applicability
— Can’t get arouth DNS UDP packet size restions

with multiple IP addresses peame

— If connection refusedkip to next name
— Iff connection timed-ougo to next IP address for samame

o At ~2 min. TCP timeout per IP address, 45 |IP addressks =
90 minutes to timeout

— If you have a queuainner fired off ever 60 minutes, you
ultimately wind up with all memg taken up and no a flow
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Review: Yasushi99

 Applicability
— Did not use sindard bencharking tools

 May or may not be valid to create own tools, but need
justification

— Fundamentdy, lockingl S required
e Users simply will not accept messages appearing and
disappearing and reappearing again
* Requires serialization which violates most basic
principles espoused
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Review: Yasushi99

 Applicability
— Did not test gitable array bMTAs, POP3

daemons, meage size and awval distrilutions,
mailbox sies, etc...

* Did not even prove special case, much less general cfse

« Anybody can select bad special case and demonstrat
superiority

e To claim general superiority, you must test across a myich
broader array of variables
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Review: Yasushi99

 Applicability
— IMAP implementabn is onlya subset — doasot
Include sheed folders

* Perhaps possible in small academic environment
« Simply not acceptable in large commercial environmegt

— SMTP server holds sder open whilall writes are
completed

 Violation of RFC 1123, section 5.3.27
 All other MTAs accept first, then deliver in backgroun
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Review: Yasushi99

 Applicability
— Each server musmiplement alprotocols
 Doesn’t allow for scaling of each part independently
— Load discovey protocol is boadcast-basl
— UsesLinux asynowrites

e Violation of RFC 1123, section 5.3.3

* Replication already used to address lower reliability of
commodity hardware, OS, and custom application co
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Review: Yasushi99

 Applicability
— Peak sustaad rates do natcale linea

 Msgs/sec.-» msgs/min.- msgs/hr.- msgs/day
— Msgs/hr. * 10 = ~msggday
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Review: Yasushi99

 Applicability
— Good things
« Splitting mailboxes at message level
Replicate messages to at least two servers
Distribute messages across up to four servers

Dynamically distribute messages to least loaded servdys

Calculate “load” based primarily on current and potentfal
disk 1/O operations
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Skynet Statistics

e POP3 Mall Server
— 285,000 Accouts
— 225,000 Matbox files
— 600,000 Aliass
— 6800 Domains

— 150 GB Total mallox storage
1 GB Overhead
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Skynet Statistics

e POP3 Mailbox Sizes
— 80,000 Empty
— 690 KB Average
— 9282 bytes Mdian (50th ercentile)
—-1.1 MB 90th percenie
—3.35 MB O95th percenie
—12 MB 99th percenie
—-42.1 MB 99.9th percerle
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Skynet Statistics

« POP3 Connections
— 100 peak camections/gempts per s®nd
— 2300 peak amnectionsdttempts peminute
— 105,000 peakonnectios/attemptger hour
— ?7?7? peak comations per g
— 13.14 secontypical daly average camection time
— 300 Max totasimultan®us conneatins allowed
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Skynet Statistics

Millisecond response times (14 day sample)

Protocol Min Avg. Max
SMTP 33 672 3600
POP3 28 185 949
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Skynet Statistics

e Typical messages per day

— 450,000 inbund SMTP
e 450,000 POP3 mailbox deliveries
e 200,000 webmailfeemaill
e 40,000 business SMTP

— 400,000 owwound SMTP
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Skynet Statistics

 Peak messages per hour
— 48,000 inband SMTP
— 42,000 outbund SMTP
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Skynet Statistics

e Typical message volume per day

— 48 GB inbound
e 25 GB POP3
e 18 GB webmail
e 4.5 GB business

— 48 GB outboud
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Skynet Statistics

» Average message sizes

— 110 KB inbouu
60 KB POP3
e 100 KB webmaill
e 120 KB business

— 120 KB outboud
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Protocol Implementation Analysi

. POP3

— Typical impementation
— Qpopper'Server Mode”
— Indexed Malibox
— Login Frequencyimitation
— Mailbox Direcbry
* IMAP Differences & Implicdaions
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Analysis: Typical POP3

e User login

* Lock mailbox

 Create temp fd

e Copy mailba to temp file
e Truncate mailbx

e Unlock mailbx

e Operate on templé
— New messages may come in to mailbox
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Analysis: Typical POP3

e User logout

e |f any messagemsre being retagd
— Re-lock mailbox

— If mailbox not empty
* Append new messages to temp file
e Truncate mailbox

— Merge retained temp file contents onto mailbox
— Unlock mailbox

e Delete temp fe
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Analysis:Qpopper‘Server Mode”

e User login
e Lock mailbox

e Operate on mailbox
— New mail messagesait to be addetb mailbox

e User logout
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Analysis:Qpopper‘Server Mode”

 Are messages being retained?

—Yes
e Create temp file
* Merge retained contents of mailbox onto temp file
* Move temp file to mailbox

— No
e Truncate mailbox

 Unlock mailbox
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Analysis:Qpopper‘Server Mode”

e |mprovements

— Big “win” iIf no mall is left on frver
e Virtually all synchronous metdata operations eliminate

— No “loss” If mal Is left on serer
e |SSUEsS

— Still have toscan entire mHiox every tme user
logs in, everf only to tel them they do’t have any
new messages
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Analysis: Indexed Mailbox

e User login
e Lock index
e Statindex & mailbox

 If Index newer, all questions can be answere
from Iindex

— Only need to lok mailbox f messages are lééed
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Analysis: Indexed Mailbox

e |f mailbox newer
— Lock mailbox

— | seek() to last posion spedied by indexthen
scan and ugte index

* Otherwise, likeQpopper “Server Mode”
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Analysis: Indexed Mailbox

e |mprovements

— Each message reidm mailbox ishandled by
| seek() and large-ser ead()

— Greatly increass use of read-aaeé cache
— Assumes that LDA agmds only

— Assumes that LDA & POP3 s@wvare only
methods of readg or writing maboxes
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Analysis: Indexed Mailbox

e Problem

— Still have toupdate mailbx iIf messageare retaine
and messagdatus changs

e Solution

— In index, sepataly store hader and body
start+offsetmfo

— Store messagéatus in In@x
— Generate messagtatus head info on-the-f
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Analysis: Indexed Malilbox + stat

e Results
— Twice as many reacdperations
— Fewer write operatits

— More complex POP3sver
* Probably a big win for leave-on-server
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Analysis: Limiting User Login

 Problem
— Some clientstsl login too frequentl to check thir
mail
e Solution

— Require thattdeastX minutes elage before you
allow updatng of index

— TuneX for pain thresold of your users

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 73



Analysis: Mailbox Directory

« Some POP3 implementations create a direct@ry
that comprises the mailbox, and store one
message per file

— Trades smaller iber of larger I/O opations for
much larger nulver of smaller I/O ogrations

— Avoids maillmx locking ssues
— Creates messadocking isues
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Analysis: Mailbox Directory

e Problems

— The I/O operation it creates ir&de are all
synchronos metadata operabins
 The most expensive kind
* The type we most want to eliminate, reduce, or optimije

— May need to implement diretmry hashingvithin
mailbox to &oid excessely large diectories
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Analysis: Mailbox Directory

e Problems

— Typically ha to scan ene directory treeat build
mailbox stéus

* Must know size of each message
— Mustst at () each file or have file size emded in file name

* Must know UIDL value for each message
— Must open and read each file

— Can solve tlase problemsybusing in@x
 Still doesn’t eliminate synenetadata updates
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Analysis: Mailbox Directory

e Claim
— More NFS-friendly
— Avoids maillmox locking

— Mechanism for craing filenanes sufficierly
unigue to wtually eliminate collsions on figés

e Uses “create w/ exclusive ownership” semantics to defect
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Analysis: Mailbox Directory

* Reality

— Christenson97 shows that 7th edition mailbmb¢X format
can also be made NFS-friendly, using same trick

— Still have issues with synmetadata updates
 Now problem for NFS server ven@or

— Does not solve locking problems with message changes,
moves, or deletions

— Mailbox locking not really a problem
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Implications

. POP3

— Only one reader poass at a time
e Can safely lock entire mailbox

— Only one writer proess at a time
e Can safely lock entire mailbox

— Long-term mail ®wrage is lodao user

— Large sites mayat allow “leawe on server”
« Otherwise mitigated by guota or expiration mechanisnfs
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Implications

 IMAP

— Therewill be more than or@multaneas reader
and/or writer proess

e Cannot lock entire mailbox

* Must lock at message level or below

— Long-term mail ®wrage is cemalized
e Only cached locally
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Implications

e Solutions

— Easiest way to deal with message locking is to avoid 7th
edition mailbox (nbox format

— Use mailbox directory instead, but can use folders
 One message per file
e Some typical POP3 enhancements notiagiple

— However, so long as lock mechanism is shared by LDA
IMAP server, can avoid file locking and use database insgad
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Scaling Growth

e Problem

— Number of users isicreasing

— Number of messagesent/recerd per user Is
Increasing

— Average size of meages is ineasing

— Length of retembn of messags increasing
e Due to centralized storage of mailboxes
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Scaling Growth

* Result
— Disk storage ragirements inreasing expoentially
— Number of I/O operatins increasig exponemilly

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 83



Scaling Growth

e Mitigating Factors
— Disk storage@ace increasmexponenslly

 Complications

— Disk rotatioral speed ineasing
e But not increasing very fast

— Track-to-track lgencies impraing
e But not improving very quickly
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Scaling Growth

* Result
— Disk storage ragirements #t increasng
* Not quite as bad

— Number of I/O operatins increasig exponemilly
e Our main killer before
« Will become bigger and bigger bottleneck
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Scaling: Future Improvements

e Single Instance Message Store

— If storing mesage per file, st®@ message onlgnce
per machine ahhard link dber recipient$o same
file

* Reduces I/O bandwidth requirements

 Doesn’t reduce syneneta-data updates since linking to
an existingnode requires just as much directory updat
work as creating new file
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Scaling: Future Improvements

* Multi-session Single Instance Message Stor
— Generate MD5 or SHA-1 hashmessage
— Already in sygeem?

e Yes
— Compare binary files, storedifferent, link otherwise

* NO
— Store

— Further reducesisk storage apacity isges
— Increases synchronos metadata 1/O
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Scaling: Future Improvements

* Multi-session Single Instance Bodypart Store

— Recursivelyparse MIME messagdérscture, store
bodypartper-file
* For attachments, insensitive to trivial changes in body

 Allows you to replace base64 or quoted-printable with
binary

 Allows you to “invisibly” compress data
 Further reduces disk storage requirements
 Still doesn’t address issues of sync. meta-data updat
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Scaling: Future Improvements

 Use Database for Everything
— Eliminates gnc. metadata |/O problems

 Problem
— No database ImalesBLOBs properly
— Large scale dalbease reliabity problem®
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Scaling: Future Improvements

 Use Message “heap”

— Use INN timecatimehashkstyle files nstead of
message-per-8él
« New message comes in

— Append to one of small mber of large files
— Update database index

 Message Is deleted
— Mark space as available
— Reclaim empty space at time of redd load

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 90



Scaling: Future Improvements

 Message “heap”, continued
— Virtually eliminates all gnc. metadata updas

— Could potenally be canbined with preious singdg-
Instance-sire ideas

* Probably not worth it
— Does increase nrtdenance osrhead
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Scaling: Future Improvements

e From Yasushi99

— Break mailbogs into compnent messa&$
* Replicate messages to at least two servers
 Distribute messages across four or fewer servers

— Doesn’t help adress eitheridk storag
metadata issues

e Iosync.

— Does addresssges of reliaiity, load-
speed, and peztved qualy of service

mlancing,
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Scaling: Future Improvements

e Yasushi99, continued

— Could be comimed with INNtimecaftimehasHike
message “hed

— Could calclate “load” fa re-balancing omessage
on different citieria

* Old messages could be migrated to specialized serve
with more disk space, perhaps less disk I/O capacity
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Best Current Practice

 Per message store server

— Single insdnce messagéose
e Hard links for multiple recipients of same message

— Hashed mailbodirectories
e Two base-32 chars pseubdir = 1024 max petr

— Minimizes path length
— Message lockin fast and redble datahse
* Berkeley db, not SQL
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Best Current Practice

 Per message store server, continued

— Most importat headers andlIME structure In
database

 Most metadata queries answerable from database
— User mailbox orsingle serve(cluster)
— Archive all mesages atppl level, ifreq’'d
— Clustered swers for HA
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Best Current Practice

e Usermetadata database kept outside of
message store servers

 Minimize interface protocols

o Use application proxies to distribute traffic
acrosan number of message store servers

 Use Layer 4 load-balancing switches in HA
mode to hide number of application proxies

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 96



Best Current Practice

e Everything becomes LEGO™ building block

 However, scaling Is still not quite linear
— 1 million users =  0ohe servers
— 10 millionusers ?=  ten servers
— 100 million users !=  hundred servers
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Functional Architecture: Storag
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Detailed Architecture: Storage
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Functional Architecture: Retrieva
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SMTP/POP3 Benchmarking

 Standard Performap Evaluation 6@mmittee

— SPECmail2001
<http://ww. spec. org/osg/ nai |l 2001/ >

e RussellCoker

— postal
<http://ww. coker.com au/ postal />

« Dan ChristianMozilla Organization

— mstone
<http://wwv. nozi || a.org/ projects/ nstone/ >
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SMTP/POP3 Benchmarking

e Wietse Venema

— smtpsink& smtpstone
<http://ww. postfix.org/>

e Yasushi Saito

— porctest
<htt p://porcupi ne. cs. washi ngt on. edu/ porcl/distribution. htm >

e Stalker Software

— SMTPTest& POP3Test
<http://ww. stal ker.com Mai | Tests/>
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SMTP/POP3 Benchmarking

 dREI C Systems

— DeJamAnalyzing Suite (Java)
<http://ww. dej am de/ >

 Quest Software
— Benchmark Factory (NT)

<http://ww. benchmar kf act ory. conif benchmar k _factory/ >

 Mindcraft

— DirectoryMark(LDAP)
<http://ww. m ndcraft.com directorynmark/>

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 104



Bibliography

e Beattie M.
“Design and Im@mentatiorof a Linux Mail Cluste”
UKUUG Linux ‘99 Conference,uhe 1999

<http://users. ox.ac. uk/ ~nmbeatti e/ heral d- ukuug99. ps>

 Chalup S. R., Hogan, C., Kulos&., et. al
“Drinking from the Fire(walls) Hose: Artber
Approach to Very Larg®lailing Lists’
USENIX, LISA Xll Proceedings, December 1998

<http://ww. useni x. org/ events/|lisa98/full papers/chal up/
chal up_htm /chal up. ht i >

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 105



Bibliography

e Christensno, N.,BossermanT., BeckemeyerD., et. al
“A Highly Scalabé Electronic MdiSystem Using
Open Systems”

USENIX, USENIX Symposium on Internet
Technologis and Systems, Daoéer 1997

<http://ww.]jetcafe.org/ ~npc/doc/mail _arch. htm >

e Christensn, N.
“Performance Tunip Yoursendmail System”
O’Rellly Open Soure Conference, Augu4999

<http://ww.|jetcafe.org/ ~npc/doc/ performance_tuni ng. pdf >

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 106



Bibliography

 Golanskj Y.
“The Exim Mail Transfer Agenin a Large Scale

Deployment”
April 2000

<http://ww.Kkierun. org/academ c/| sm pdf. gz>

o Grubh M.
“How to Get There From Here: Socal the Enterpse-
Wide Mall Infrastucture”

USENIX, LISA X Proceedings, October 99

<http://ww.oit.duke. edu/ ~ng/enmail/enail .paper.htm >

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 107



Bibliography

« Horman S.
“High Capaciy Email”
Conference of AusdlianLinux Users, July 1999

<http://ww. us.vergenet.net/linux/mail _farmihtm />

 Knowles, B.
“SendmailPerformance Tungfor Large Systems”
SANE ‘98, November 1998

<http://ww. shub-i nternet. org/brad/papers/sendmail -tuni ng/>

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 108



Bibliography

« Kolstad R.
“Tuning Sendmaifor Large Mailing Lsts”
USENIX, LISA Xl Proceedings, October 189

<http://ww. useni x. org/ publications/!|ibrary/ proceedi ngs/
| 1sa97/full _papers/21. kol stad/ 21 _htm /main. htm >

e Stevens, L.
“Serving Interet Email for 60,000
InternetExpq February 1997

<http://staff.washington.edu/lrs/ew >

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 109



Bibliography

e VenemaWw.

“Postfix”
<ftp://ftp.porcupine.org/ pub/security/postfix-sane-1998. ps.gz>

* Yasushi, S.Bersha¢dB., and Levy, H.
“Manageabity, availablity and pe&formance in

Porcupine: aighly scal®le, cluster-bsed mail
service”

17th ACM Sympoisim on Operatig System
Principles (SOSP ‘99), Deawer 1999

<htt p://porcupi ne. cs. washi ngt on. edu/ porcl/ sosp99/i ndex. ht m >

8 Dec 2000 Copyright © 2000 by Brad Knowles, all rights reserved. 110



Questions?

o Slideswill be made available
— Via USENIX/SAGE web site
— Or via my “papers” sb-page
<http://ww. shub-i nternet. org/brad/ papers/>

— At very least, willbe linked from g “papers” sub
page
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